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1 Workshop overview

1.1 Topics

Today’s topics include:

e Components of the continuous (real-valued) GA, including selection, pairing, mating, and
mutation.

e String learning and optimisation of 1D and 2D test functions using a continuous GA.

1.2 Reading material

Compulsory reading to be studied before this workshop is Chapter 3 in Haupt & Haupt (2004) on
continuous (real-valued) GAs.

1.3 Specific learning outcomes
After completing this workshop, including self-study, reading and exercises, the students should
be able to

e explain the components and algorithmic flow of the continuous (real-valued) GA.

e demonstrate typical effects of changing parameters of the continuous GA.

e differentiate binary and continuous GAs with respect to selection, pairing, mating and muta-
tion mechanisms.
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e implement and modify their own continuous GAs, with particular attention to the choice of
cost function, to suit a variety of problems.

1.4 Schedule

We begin at 9.15 with a status update and a recap. Today’s workshop will then roughly follow
the schedule below:

09.15 Status update/recap.

09.30 The continuous GA.

10.30 Workshop rest of the day.

2 Exercises

2.1 Components of the continuous GA
Exercise 2.1: Draw a diagram of the algorithmic flow of the continuous GA. How does it differ
from the algorithmic flow of the binary GA?

Exercise 2.2: Although a continuous GA uses continuous (real-valued) numbers, it still has a
limitation in precision. Explain why.

Exercise 2.3: Normalisation/unnormalisation:

(a) Explain the process of normalisation and suggest some reasons why the values of variables
(genes) need to be normalised.

(b) Suppose the upper bound on variables is 80 and the lower bound is —20, what does a norm-
alised variable value of 0.5 correspond to?

Exercise 2.4: Explain why naiive single or multiple point crossover methods have limited use in
a continuous GA.

Exercise 2.5: The blending method:
(a) Explain the blending method for mating and create an example to aid your explanation.

(b) Given an initial population of continuous variables, suppose the highest variable value for any
individual (chromosome) is 0.8 and the lowest is 0.3. What can you say about the variable
values for the next generations if you use the blending method for mating?

Exercise 2.6: Extrapolation method:

(a) Explain the extrapolation method for mating and create an example to aid your explanation.
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(b) What is the main advantage of the extrapolation method versus the blending method?
Exercise 2.7: Extrapolation/crossover method of Haupt & Haupt (2004):

(a) Explain the extrapolation/crossover method of Haupt & Haupt (2004) for mating and create
an example to aid your explanation.

(b) The method limits variables to the bounds of their parents. How would you modify the method
to allow variable values outside parent bounds?

2.2 Implement your own continuous GA

Using the binary GA that you have implemented previously as a starting point, create a continuous
GA. You need to reconsider (at least) the implementation of chromosomes, cost function evalu-
ation, mating, and mutation. Work incrementally, e.g., begin with a naiive single point crossover
method for mating rather than more advanced methods. You should test the GA, for example by
solving the string learning problem you did for the binary GA, or by optimising the test functions
given in the appendix of Haupt & Haupt (2004), which is available on Fronter.

3 Homework

e Complete all the exercises above.

e Read through (again!) the specific learning outcomes in Section 1.3 to check which out-
comes you have not attained yet. Study today’s material and prepare questions for the next
workshop about learning outcomes you have missed.

e Prepare for the next workshop by reading tlge paper Genetic Algorithm Solution of the TSP
Awoiding Special Crossover and Mutation (Ugoluk, 2002) which is available on Fronter with
the filename tspnew.pdf.
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