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1 Error rates

We are interested in the probability that a word is decoded incorrectly, when it is
transmitted over a channel with error control coding. You tested this in the last session
with the BSC and the Hamming code. Conducting m tests and counting the number of
decoding errors X, we can calculate the error rate X/m.

Exercise 1 Create an m-file which runs m tests where a random word is coded with
the Hamming code, transmitted over BSC(p), and decoded. The input is the numbers m
and p, and the output is the error rate X/m where X is the number of wrongly decoded
words.

Exercise 2 Run the function from the last exercise for p = 0.1 and m = 100. What is
the error rate? What can you say about the error probability?

2 The standard deviation

The m-file from Exercise 1 is a random function. It will not (normally) give you the
same answer twice. Let’s investigate the variation.

Exercise 3 Run the function from Exercise 1 100 times with the same parameters as
in Exercise 2, to get a vector of 100 observations of the error rate. Have a brief look at
the results. What is your gut feeling about the error probability?

Exercise 4 The last exercise gave you a sample of 100 observations of the error rate.
Calculate the sample mean and the sample standard deviation. What do these measures
tell you about the error probability?



For for any stochastic variable X and scalar o, we have
E(aX) = aE(X), (1)
var(aX) = a?var(X). (2)

For any ensemble of independently distributed stochastic variables
X;, we have

E(ZXZ) :ZE(Xz’), (3)
var (Z X;) = Z var(X;). (4)

Table 1: Some formuls.

3 Standard error

The number X of word errors when n words are transmitted on a BSC is binomially
distributed, X ~ B(n,p). The parameter p is called the (word) error probability or the
probability of decoding error. For most codes, it is not feasible to calculate p analytically.
The error rate X/n is an estimator for the error probabilty, and we denote it by
p = X/n. The estimator is a stochastic variable, and an observation of p is called an
estimate.
What do we know about the probability distribution on p?

Exercise 5 Find expressions for the following parameters as functions of p:
1. the expected value E(p)
2. the variance var(p)

3. the standard deviation StdDev(p) (i.e. the standard error).

4 Estimating the Standard Error

Since p is unknown, we cannot use Exercise 5 to calculate the standard error. In Exer-
cise 4 you calculated an estimate for the standard error.

Exercise 6 What is the estimate for the standard error calculated in Ezercise 4%

In Exercise 4 you calculated p 100 times to estimate the standard error. There is a
better way to estimate the standard error, based on estimating p only once. We can use
Exercise 5, replacing the parameter p with its estimate.



Exercise 7 Run your function from Ezercise 1 once to generate an estimate p for the
error probability.

1. What is the estimated error probability?

2. What estimate do you get for the standard error?

Exercise 8 Compare the standard error estimates from FExercises 4 and 7. Are the
results as expected?

Exercise 9 Imagine that you consider using the Hamming code and the BSC in a prac-
tical system, and need some assurance about the error probability. Based on your answers
to Ezercise 7, what do you feel you can say about the error probability?



